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Abstract: This paper addresses the problem of estimating the
population mean Y of the study variable y using known population
mean X of the auxiliary variable x in stratified random sampling. We
adopted the procedure of Kadilar and Cingi® is proposing some chain
ratio-type, combined chain ratio-type exponential, combined chain
ratio-ratio-type exponential estimators and their generalized versions.
Suggested estimators’ properties are studied up to the first order of
approximation. We obtained the regions of preferences under which the
proposed estimators are better than some existing estimators. In support
of the present study, numerical illustration is being provided.

Keywords: Study variate, Auxiliary variate, Bias, Mean squared error,
Efficiency.

1. Introduction

It is a well-established fact that the use of auxiliary information
improves the precision of estimates. A large amount of work has been
carried out in estimating the population mean Y of the auxiliary variable
y when the population mean X of the auxiliary variable x is known under

simple random sampling, for instance, see Cochran?, Sukhatme et al.?,
Singh, H. P.% Singh S.° and the references cited therein. However, some
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works have been carried out in situations where information on the auxiliary
variable x is available for all the units in the population. Thus, the
information on several parameters such as population mean X, (or
total X = NX ) Coefficient of variationC,, Coefficients of skewness A,(x),
and kurtosis /3,(x) of the auxiliary variable x can be made known. From the

previous studies or experience gathered in due course of time the correlation
coefficient p between y and X is also known. The above studies have been

carried out under simple random sampling. However, due to several reasons
the well known stratified random sampling scheme has its wide applications
in practical situations. This led few authors to pay attention to the estimation

of the population mean Y of the study variable y in stratified random
sampling its wide application in practical situations.

Consider a finite population .Q=(.Ql,.(22,...,.QN) of size N and let
yand X, respectively, be the study and auxiliary variables associated with
each unit 2, ( = 1,2,..., N) of the population 2. Let the population of size

N is stratified into L strata with h" stratum containing N, units, where h =

L
1,2,...,Lsuchthat >N, =N.
h=1

Let y be the study variate and x be the simple random sample of size
n, is drawn from each stratum which constitutes a sample of size

n
n=>"n, and we define:
h=1

_ Nh
Y, = Niz y,; - h™ Stratum mean for the study variate y,
h i=1

_ Nh

X, = LZ X, - h™ Stratum mean for the auxiliary variate x ,
h i=l

_ 1 L Np 1 L _ L

Y :WZ Vi :WZ N,Y, => W,Y,: Population mean of the study
1 i=1 h=1 h=1
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X = ZZ X, = —ZW X, : Population mean of the auxiliary variate x ,

L Np
h=1 i=1

1
N
Nh

y, = iz Yy, - Sample mean of the study variate y for h™™ stratum,
h i=l

- 1 - .
X, =-— Y. X, : Sample mean of the auxiliary variate x for h" stratum,
h i=l

W, = % : Stratum weight of h™ stratum.

1.1 Some Traditional Estimators: Usual unbiased estimators of population
meansY , X in stratified random sampling are defined respectively as

When population mean X of auxiliary variable x is known, Hansen et al.®
defined the combined ratio estimator for population mean Y as

(1-1) Yre = Vs [_Lj .

Xst

The conventional product estimator for population mean Y in stratified
random sampling is defined by

(1.2) Yec = Vs ()_(_itj '

The biases and mean squared errors of V..andVy,., up to ordern™, are
obtained as

A3 B g [V =FRa-k),
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(1.4) B(yPC ) = (i)vll = i KV,

X X?
(1-5) MSE(yRC ) = (Voz -2R Vi, + RZVZO)’
(1.6) MSE(Vpg ) = Vo, + 2RV, + RV, ),

><|| <

L
where V,, =27hW th, 20 Z?fhW S Vay = ZVhW Sthv =
h=1

11 1 & o L S %

n, i1 h— 193

and

1 & — -
Syxh = Nh 1< (yhi _Y)(Xhi _X)'

1.2 Some Exponential Type Estimators: Singh et al.” suggested ratio-type
and product-type exponential estimators respectively for population mean
Y as

_ X - X,
(17) yRCe yst exp{ X N )_(5t } '

_ X, — X
(18) yPCe yst eXp{)_( N X } .

To the first degree of approximation (fda) the bias and MSE of the estimator
Yrc and Yo are respectively given by

) [3RV20 B 4V11] _ Y_Vzo

1.9 B(Vgee )= — =—13-4K],
( ) (yRCe 8X 8X2[ ]

L

8)? [szo - 4V11]

(1.10) B(Vpce)=—



Efficient Estimation Procedure of Finite Population Mean Using Supplementary... 45

YV,,
=——201_4K],
8X2[ ]

RV,
4

(1-11) MSE(yRCe) = |:V02 + - RV11:|

2
- {voz n R ZZO (1—4K)},

_ RV,
(1.12) MSE(Vpe. )= | Vo, + — RV,

2
- {voz +8 ;/20 @+ 4K)}.

The variance/MSE of the usual stratified sample mean Y, is given by
(1.13) MSE(Y ) = Ve,
From (1.5) and (1.13), we have
MSE(VRC )_ MSE(yst ) = (R2V20 - 2|:2\/11)’
which is negative if

(1.14) K >%,

V
where K = —1-

20

From (1.6) and (1.13) we have
MSE(VPC )_ MSE(yst ) = R(R Vzo + 2R\/11)'

which is less than zero if
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(1.15) K <—%.

From (1.11) and (1.13) we have

. _ RV,
MSE(yRCe)— MSE(yst)z[ 420 - RVMJ,
which is negative if
1
1.16 K>=.
(L.16) ;

From (1.12) and (1.13) we have

_ _ RV
MSE(yPCe)_ MSE(yst ) = ( 4 = +V11J

which is less than zero if

1
1.17 K<—=.
(17) ;

From (1.15) and (1.17) we have made the following conclusions:

(i) the combined ratio estimator Y. is more efficient than y if, K > %

(if) the combined product estimator y..is more efficient than Yy, if,

K<—£.
2

(iii) the ratio-type exponential estimator y...is more efficient than y if,
K> l
4

(iv) the product-type exponential estimator Vy...is better than Yy, if,

K<—£.
4

Further from (1.5) and (1.11) we have
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_ _ 3
MSE(yRC )_ MSE(yRCR ) = R2\/20 [Z - Kj )

which is positive if

3
1.18 K<-—.
(1189 ;

Expression (1.18) clearly indicates that the ratio-type exponential estimator
Yree IS more efficient than ratio estimator V. as long as the condition (1.18)

is satisfied,
From (1.6) and (1.12) we have

v . 3
MSE(yPC )_ MSE(yPCe) = RZVZO(K + Zj

which is positive if

3
1.19 K>-2.
(1.19) 2

Thus under the condition (1.19), the product-type exponential estimator
Voce IS more efficient than the combined product estimator . .

Combining the inequalities (1.14) and (1.19) we get that the ratio-type
exponential estimator y...is more efficient than y, and ratio estimator

Yrc if
(1.20) 1 <K< E
2 4

Further combining the inequalities (1.15) and (1.20) we note that the
product type exponential estimator y..,will dominate over y, and V.. if

(1.21) —§<K<—1.
4 4

In this paper we recommend a chain-ratio-ratio-type exponential estimator
in stratified random sampling. The bias and MSE of the suggested estimator
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have been obtained under large sample approximation. Conditions are
obtained under which the suggested estimator is more efficient than the
usual unbiased estimator, usual ratio combined estimator and ratio-type
exponential estimator due to Singh et al ..

We use the following notations and expected values for deriving the biases
and MSEs of the estimators suggested in Section 2.

We write

Yt =Y_(1+§0), X = )?(1"‘4’1)

such that
2 _Voz 2 _Vzo :V11
E(¢))=E(¢)=0 and E(¢5)=% Ele?)=%  E(Gd)=32

2. Study of Some Chain-Type Estimators in Stratified
Random Sampling

2.1 Chain Estimator in Stratified Random Sampling: Considering the
procedure as given by Kadilar and Cingi', if stratified sample mean y,, in

(1.1) is replaced by withy.., the chain ratio-type estimator for Y is
obtained as

(2-1) Yere = Yre (_LJ
X

st

(XY X)) (XY
=Vl ==l = | = Y| = | -
Xst Xst Xst

Further, if stratified random sample mean Yy in (1.7) is replaced with
Ve, the chain ratio-type exponential estimator for Y is given by

_ _ X —X,
(2-2) Ycrce = Yree exp( t j




Efficient Estimation Procedure of Finite Population Mean Using Supplementary... 49

Such an estimator for Y in simple random sampling without replacement is
suggested by Singh and Pal® and also defined in systematic and cluster
sampling by Pal et al.**2.

If we replace Y, in (1.7) by usual combined ratio estimator

then we get a chain combined ratio-ratio-type exponential estimator for
mean Y as

_ _ X —X,
(2-3) Yercre = Yre exp( X + )_(t ]

=y zex X %,
RACY v

2.2 Bias and MSE of Y., : Expressing (2.1) we have

(2.4) Vore =Y L+ &0)A+¢1)*
=Y (1+ &, —24,-2L,8,+34,%.)
which is approximated as
Vere =Y (L+ o =28, =268, +34,)
or
(2.5) (Vere =Y )=V (&0 —24, 2404, +34,7).

So the bias of Y., to the fda is given by

(2.6) B(yCRC ) = (3RV20—_ 2\/11)

X
RV
B )
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The approximate value of (VCRC —\7)2 is given by

(27) (Vere =Y ) = V(&0 — 4606, +4¢,7).
The expectation of both sides of (2.7) gives the MSE of Y. to the fda as

(2.8) MSE(yCRC ) = (Voz —4RV,, + 4R2V20)

= {Vg, +4R%V,, (1- K.

2.3 Bias and MSE of g, : Putting ¥, =Y (1+¢,) and X, = X(1+e,) in
(2.2), expanding, multiplying out and neglecting terms of £ ’s having power
greater two, we have

Yeree =Y (1+ Co =61~ Cols +§12)
or
(2-9) (yCRCe_Y_)EY_(go_gl_§0§1+é/12)
So the bias of y_g., to the fda is given by

(2.10) B(Vorce) = o2 (1K)

= B(yRC ) '

which is same as the bias of the combined ratio estimator Y. .

Retaining upto second power of § ’s in (VCRCe —\7)2 we have
211) (Ve V) = V(& - 2606, +817).
So the MSE of ¥, to the fda is given by

MSE(VCRCE): o+ R*Vy (1_2K)}
- MSE(yRc) '
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which is same as MSE of the combined ratio estimator y.. [see, equation
(1.6)].

2.4 Bias and MSE of V.cqg. - Inserting v, =Y (1+¢,) and X, = X(1+¢,)
in (2.3) we have

Yccrre = Y@+ ¢o) L+ gl)_l eXp{

SV E) A4 exp{ 51[ i] }

v W 6L 6 G
=Y([1+4,)A+<) {1 ) + 4 + g }

X —X(@1+¢,)
X+X@1+¢)

=Y (U+&) A+ &+ & —...){1—%%—..}

(2.12) Yecrre :\7(1+ &y 30y 3606y, 15¢, +J

2 2 8

Retaining terms of £ ’s upto second power, we have

@19 (Voo —¥)=V (c:o = 34;‘%15841)

The expected value of (2.13) yields the bias of Y. zz. @S

_ 15 3 1
(2-14) B(yCCRRe) (8RV20 2V11j7
=§E§£6—4K)
8X

Retaining terms of ¢ ’s in (VCCRRe —\7)2 up to second power, we have
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_ _ 2
(2.15) (Vecrme =Y ;Yz(eoz ~3e,e, +9%J

So the MSE of Y g to the fda is given by

_ 9
(2.16) MSE(Veerpe ) = [voz + " RV, — 3va1)

3R?
= (VOZ + TVZO (3_ 4K)J .

2.5 Efficiency Comparison: From (1.13) and (2.8) we have
(2.17) MSE (V. )— MSE (V¢pe ) = 4R?V,, (K —=1)> 0 if K >1.
From (1.5) and (2.17) we have
(2.18) MSE (Ve )~ MSE(Vere ) = Y V0 (2K —3) > 0if K > % =1.50.
From (1.11) and (2.8) we have

= _ 5

MSE(yRCe)_ MSE(yCRC ) = 3R2V20[K - Zj

which is non-negative if

5
(2.19) K >Z=1'25'
Thus the proposed chain combined ratio estimator Y .. is better than:
i vy, if K>1,
(i) Vg if K>150,
(i) Vpeelf K>1.25.

The condition K >1.50is sufficient for y.,. to be more accurate than Y,
yRC and yRCe'
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Motivated by Swain®?, using square root transformation, we define a
combined ratio- type estimator in stratified random sampling for Y as

)? 1/2
(2.20) Ysore = Vst (_—] .
Xst

To the fda, the bias and MSE of y ... are respectively given by

@21)  B(Yage )= 2N (3-4K)
=B(Vace ),
(2.22) MSE(Vsonc ) = {voz + RVa (1—4K)]
= MSE(yRCe)'

We note that the bias and MSE of y,..are same as that of combined ratio-
type exponential estimator y,... Also the bias and MSE of y .., are same as
that of the combined ratio estimator y.. . So the comparison of the proposed
chain combined ratio estimator y...and the chain combined ratio-ratio-type
exponential estimator Y.,.z, Made with the estimators y..and V., will
hold also for yqoec and Yepc, -

From (1.13) and (2.16) we have

2
(2.23)  MSE(Y, )~ MSE(Vecrre ) = 33 V,, (4K —=3) >0 if K >%_o 75.
Subtracting (2.16) from (1.5) we have

(2.24) MSE(Vee )~ MSE(Verere ) = RZVZO(K —gj >0 if K> g =1.25.

We note from (2.11) and (2.16) that

MSE(VRCe)_ MSE(VCRCRe) = 2R2Vzo (K-1)



54 Surya K. Pal, Housila P. Singh and Somya Sharma

which is larger than zero if
(2.25) K>1.

Further the difference of (2.8) and (2.16) we have
= _ 7
MSE(yCRC )_ MSE(yCRC Re): R Vzo(z - Kj
which is positive if
7
(2.26) K < e 1.75.

We note that from (2.23), (2.24), (2.25) and (2.26) that the Y ..zge IS More
accurate than

W v, if K>%:0.75,

(i) Voo if K>%:l.25,
(i) Ve, if K>1,
(V) Voo if K<%:1.75,

Thus we see that the suggested chain combined ratio-ratio-type exponential
estimator Yccpp, IS better than Vg, Vec,Yaceand Yepcas long as the

condition :

(2.27) 125-2 <K<l -175
4 4

is satisfied.

Remark 2.1: If the correlation between y and x is negative, the chain
combined product-type estimator Y.pc,(say), chain combined product-type
exponential estimator Y., (say) and chain combined product-product-type
exponential estimator Y pcp.(Say) are respectively defined by
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_ X, )’
(2.28) Yere = yst(?j !
(229) yCPCe yst exp{Z(X—__X)} '
X +X
(230)  Veror y[ jexp{(i_—)?)}.

Proceeding as earlier the properties of the estimators Y o., Yepce@Nd Yepcpe
can be easily studied.

3. A General Class of Chain -Type Estimators

Adopting the procedure due to Srivastava®, Singh and Pal® and Pal et
al.’*%, a class of chain type estimators for Y is defined by

[ aX+0 P qa()?_)_(st)
(3.1) t= yst(a)—(st +§J eXp{a()?+ )‘(st)+ 25|

where (a # 0,5) are real constants or the functions of the known parameters

of x and y such
as

1= ::1thxh 1§22 = ;:1thxh 1§23 = Z:::lwhﬂlh (x),
$4 = Z,;Whﬁzh (X)

L L L
95 =2 Wipn 96 = 2 Wi d, (X),go7 =20 WiChi,

8 = Zr;whﬂzh (y) etc.,

where

Ah(x):{ﬂzh( ) ﬁlh( ) }>0 Con _th/Xh! C _Syh/Y_h’
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ﬂm(X){%EX“:—?;}Z}ﬂm(y)={ Ely, =¥) 2},

ﬂ2h<x>{{E<Xhih)4 }ﬂ(y){{Mﬂ

— 2
E(Xh -X h )2 }
and (p, q) being suitably chosen scalars.

3.1 Bias and MSE of t: Substituting y, =Y(1+¢,) and X, = X(1+¢,) in
(3.1) we have

aX +8 }p exp{ qa()?— )z(l_'_é/l)) }

th(1+§o){m a(X + X@1+¢))+25

- qa)?é,l }

=Y(1+¢)A+72,)7° exp{z(ai +5)+ 02

Y+ a,)” exp{%rgl(l+ T—glj }

_Ya+ §0){1— i, +—p(p2+1) 207 —...Hl— qrzgl + qr:g + quga —}

2

_1+§o—[pr+q§j§1—( )éoél L lapg+4p? +4p+qt+29i

=Y ;
{p(p;l) q(q+2)}§0§1 prq(q+82)r G,

where 7 = aX /(aX +5).
The above expression is approximated as

H(H +2)r2§12}

G2 = {1 . SRR
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So the bias of t to the fda is given by

HV.

(3.3) B(t) =R~

{(H+2)r-4K},

where G=(p+qg)andH =(2p+q).
The approximate value of (t —\7)2 is given by

(3.4) (t-Y)y

I

- H 2
Y 2{4,02 —H ¢, +TTZ§12]
So the MSE of t to the fda is given by

(3.5) MSE(t) = [VOZ +%{% - ZKH.

For the purpose of comparisons we consider the two classes of estimators
for Y as

aX +6 P
3.6 t =V
(36) ! ys{a)_(st+5]
and
= qa(i_)_(st)
3.7 t, = — ,
@7 2 ySteXp{(a(X +>‘(5t)+25)

which are obtained by putting (p, g)=(p, 0) and (0, q) in (3.1) respectively.
The biases and MSEs of t,and t, to the fda are respectively given by

@8 8w =R =[(prr-2K]

(3.9) B(t,) = R%[(Q+Z)T—4K],
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(3.10) MSE(t,) =[Vy, + szzo pr(pz—2K)],
(3.11) MSE(t,) =[V02 n szzzoqf{q%—ZKH.

3.2 Efficiency Comparison: Subtracting (3.5) from (1.13) we have

2
MSE(,, )- MSE(t) = = ZHTVZO{ZK —%}

which is non-negative if

ﬂ{ZK—%}>O, i

2
either K>m,m>0
(3.12) : HZ ,
or K<—T,—T<O
4 2

Further subtracting (3.10) from (3.6) we have
MSE(t,) - MSE(t) = RZVZO[pf(pT—ZK) —%{%—ZKH

= —RZVZOTS[ZK _,M}
2 2

which is positive if

>0

either K > w,zq

(3.13) o
K <¥’zq<o

or

Now the difference of (3.6) and (3.11) is given by
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2.2

2_2
MSE(t, )~ MSE(t) = R%V,, qTT— Kqr -7

+ KHT:|

=RV, pr[2K —2G]> 0 if

either K >2, pr>0

(3.14) 2
Gr

or K <7, pr<0

Now from (3.12) to (3.14) we observed that t is more precise than:
either K > %% >0
() v, if A
or K<—,—<0
4 2

eitherK >M,zq>0
(i) t, if , 4H ,

or K<W,zq<0
(iii) t, if,

either K >E, pr>0
where G=(p+qg)andH =(2p+q).
Gr
or K<7,pr<0

Two other classes of estimators for Y are defined by

®

— p

X +0
3.15 t® =y | & ,
v en[e)

and
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(3-16) t2® =Yy exp{ aa(x — )_(53 )} )

where p® (different from p) and q® (different from q) are suitable chosen
scalars. To the fda biases and MSEs of t,”and t,” are respectively given by

(3.17) B(tl®)=%[(p® +1)7-2K],

(3.18) B(tf):%[(q® +2)r-4K],

(3.19) MSE(t,® )= My, + R2p®2Vyo (p®7 - 2K )],
(3.20) MSE(t,® )= {voz + qui’vm [qu —ZKH.

From (3.10) and (3.19) we have

2
MSE(t,® )- MSE(t) = = szzo{p(@r— 2Kp® —HTT+ HK}

H H
= TRZVZO{p® —?H:T{p@) +?}—2K:|

which is positive if

either K <%{p® +%},r{p® —%} >0
(3.21) .

Further, the difference between (3.11) and (3.19) is given by
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®__2 2
H
MSE(t,” )~ MSE(t) = szzo[qTT —KQ® - HK}

= 7R¥V,, (g% - H){%(q® +H)- K}

which is non negative if

eitherk < >(g® +H ) (q® ~H)r >0
(3.22) 4
or K>£(q®+H),(q®—H)1<O

So the envisaged class of estimators t is more efficient than the class of
estimations t,” and t,” as long as the conditions (3.21) and (3.22) are
respectively satisfied.

3.3 Optimal Choices of Scalars ( p,q): We express the MSE(t) at
(3.5) as

(3.23) MSE(t) = [V,, + R?V,,07(6r — 2K)],

=0, we get the optimum value of 8 as

where 6 = H . Setting OMSE()
2 00

K
0=—= opt (Say)
T

or

H K
(324) {?}opt = ? .

Thus the resulting MMSE oft is given by
(3.25) MSE 5 (1) = (Vo, — R?V,oK?).

Thus we state the following theorem.
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Theorem 3.1: Up to first order approximation,

MSE(t) > (V,, — R%V,,K?) with equality holding if {%}:5 From

T
equation (3.24) one can calculate the optimum value of p by fixing the
value of qand vice-versa.

4. An Improved Version of the Class of Estimators t

An improved version of the class of estimators t for Y is given by

(4.1) t, =Mt

(X468 qa(X %, )
- Ivly“(oo"(St +§j eXp{a()?+ )‘(st)+ 25"

where M is a suitably chosen constant. Setting y,=Y({+¢,) and
X(L1+¢,) in (4.1), we have

4.2) — MY (L+ &) (L4 72) pexp{ q 51( ijl}
which can be approximated as
t, = MV{1+ <, —%(1 —%gogl LG +82>T2§12}
or
43) —V);V{M{l+ e —%gl —%gogl Ll +82)72§12}—1].

So the bias of t,, to the fda is given by



Efficient Estimation Procedure of Finite Population Mean Using Supplementary... 63

(4.4) B(tM);[M{V+%RVZO((H EZ)T—KJ}—V}.

The value of (tM —\7)2 is approximately given by

1+M2{1+2§0—Hfgl_HfgoglJrgonr%}
@45) [, -Y)=2V? -
_2M{1+§0—%§1_%§0§1+§02+%}

So the MSE of t,, to the fda is given by

1—2M{1+ %V; (M— Kj}

(4.6) MSE(t,, )=V ? 4

+M 2{1+v2"0 +%v;‘2 (H +1)r—4|<)}

*

* V]_1 * V20 * V02 V
WhereV11:W1V20:7,V02:Y__zand K= il =

The MSE(t,,) at (4.6) is minimized for
122 o]
M = 2 4 =M opt (Say)
{1+vg2 +%v;0 [(H +1)¢—4K]}

20

This leads to the minimum MSE of t,, as

{1+ %V; {(H gz)f - K}}Z

{1+v;2 Jr%vz*0 {(H +1)1—4K}}

(47) IVISEmin(tM ):?2 1-

Subtracting (4.7) from (3.5) we have



64 Surya K. Pal, Housila P. Singh and Somya Sharma

A-B)
B

A:{1+%v;0(('4%2)7—|<}},

Hr .
B= {1+v02 +TTV20 ((H +1)T—4K)}.

(48) MSE(t)_ MSEmin (tM )=Y_2 (

where

Expression (4.8) clearly indicates that the difference [MSE(t)-MSE(t, )]is

positive. Therefore the t,, family of estimators is more efficient than the t
family of estimators.

5. Empirical Study

To examine the performance of the proposed estimators over other
existing estimators, we consider a natural population whose description is
given below:

Population [Source: Murthy*] y : Output; x: fixed capital,

N=10,N,=5,N, =5,n=2,n,=2,L =2, Y, =19258,Y, =3156,

X, =2144, X, =3338,S, =61592, S, =34038, S,, = 74.87,
S,, =66.35, S, =3930868,S,,, = 2235650.

We use the following formula to compute the percent relative efficiency
(PRE) of various estimators of population mean Y with respect to stratified
random sample meany, :

Voz x
[Vop + R*Vy (1= 2K)]

(5.1) PRE (YecOT Yercer Yat) = 100,
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- - _ V
(5.2) PRE(VgcOF Ysqre Vo) = R2V02 x100,
{VOZ +— 2 (1—4K)}
4
(5.3) PRE (Vcre, V) = \ZOZ %100,
Voo + 4RV (1=~ K)]
- - \Y
(5.4) PRE (Vecare: Yot) = 3R2V02 =100,
{VOZ + A 2 (3—4K)}
(5.5) PRE(t,, V) = 02 x100.
" t |_V02 - RZVZOKZ)J

Further to illustrate, the improvement over optimum estimator t,, (say) in
the class of estimatorst,, , we consider the following estimators for Y as

(5.6) t, =My, [Xijexp{%i;—ig}

st

which is obtained by putting (p,q,«,0)=(@, 11 1) and z=1in (4.1).
We below give the optimum value of M from (4.7) and thus the resulting
MMSE of t,, from (4.8) respectively as

[1+(3/2V, ((5/4)-K)]

5.7 M= ) -
S ot [1+V02+6V20(1—K)J

This leads to the MMSE of t,, as

{1+@/2V; {514)-K}f

= \_v2lq_
(5.8) |\/ISEmin (tM )_Y L {]_+ng +6V;0 {1—2K}}
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To see the performance of the estimators t,, we have computed the percent
relative efficiency (PRE) of t;, with respect to y, by using the following
formula:

*

(5.9) MSEmm(t’;A )= Ve x100

{1+@12V, (514)-K)f
{1V ey -2kl

Findings are given in Table 5.1.

Table 1. PREs of the estimators with respect to Y,

S. No. Estimator PRE(e, V)
1. Vo 100.00
2. Yecand V... 313.70
3. Yece @4 ¥ore 173.93
4. Yere 319.26
5, Vecrre 431.89
6. t (at optimum value of ) 431.94
7. ty 432.03

It is observed from Table 1. that the proposed estimators y...and
Yccrre are more efficient than v, V.., ¥ .., and Singh et al.” estimator
with substantial gain in efficiency. It is also

Y e @nd the proposed

ySQRC
observed that there is very marginal gain in efficiency by using the optimum

estimators (topt’t:/k)pt) over the proposed estimator y..zze Which is at par

with optimum estimatort,,. Thus the proposed estimator — Y.cgg. IS

recommended for its use in practice as compared to optimum estimators

(topt’t:/.opt) because the optimum estimators t,, depend on the unknown

parameters.

opt

6. Conclusion
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The present paper deals with estimation of Y of y using auxiliary

information in stratified random sampling. Some chain type estimators
based on Kadilar and Cingi' and Singh and Pal® have been developed along
with their properties upto first order of approximation. Inequalities are
obtained under which the suggested chain-type estimators are more precise
than other existing competitors. Further a class of chain type estimators for

Y has been suggested along with their properties under large sample
approximation. A large number of estimators can be shown as the members
of the suggested class of chain-type estimators. Regions of preferences have
been obtained in which the suggested class of chain-type estimators better
than existing estimators. The niceness of the study is that it unifies several
results at one place. An improved version t,, of class of chain-type

estimators t is also given along with its properties. We have also carried out
an empirical study to see the performance of the suggested estimators over
other exiting estimators.
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