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Abstract: The present paper is intended to propose pseudo-Runge-

Kutta method (PRKM) which is quadratically invariant i. e. it preserves 

structural properties when the PRKM is applied to the Hamiltonian 

system of equations. We have inserted the area preserving character in 

the implicit pseudo-Runge-Kutta method and derived the sufficient 

conditions of symplecticness for the pseudo-Runge-Kutta method and 

thus developed a qualitative numerical method. These methods are best 

tuned to solve system of partial differential equations of Hamiltonian 

type. Though these methods are not self starting but the order of the 

truncation error is equivalent to its counterpart Runge-Kutta method. 

These methods can be used to solve numerically the dynamical system 

of equations of Hamiltonian type such that the Hamiltonian is 

preserved in the numerical solution. The derivation of sufficient 

conditions is based on differential forms. 

Keywords: Pseudo Runge-Kutta method; Quadratic invariant map; sy- 

mplectic Runge-Kutta method; Hamiltonian system; Initial value prob- 

lem. 
2010 AMS Classification Number: 65L05, 65L06. 

 

1. Introduction 

 

       The most important mathematical model for the representation of 

physical phenomena is the differential equation. Motion of objects, fluid and 

heat flow, bending and cracking of materials, vibrations, chemical reactions 

and nuclear reactions are all modelled by systems of differential equations. 

It is well known that standard Runge-Kutta (RK) methods, partitioned 

Runge-Kutta (PRK) methods and Runge-Kutta-Nyström (RKN) methods 

were well developed in the field of numerical solution of ordinary 
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differential equations (ODEs). There is a great number of research papers 

have been published in the last few decades. An excellent book on almost 

the whole development of RK method was written by J.C. Butcher1. 

Kalugiratou et al.2 published a review article on the development of several 

modified RK methods which can be found in3 and the references cited 

therein.  

       An s-stage classic RK method involves s function evaluations (slopes) 

per time step. So, an attempt to reduce function evaluation per step termed 

as the development of pseudo RK method. Pseudo-Runge-Kutta (PRK) 

method was first introduced by Byrne in his Ph. D. thesis4 and in later Byrne 

and Lambert proposed pseudo RK method involving two-points5. Several 

papers in the literature on pseudo RK methods can be seen in Costabile6 and 

in Nakashima7-8 and they developed some other forms of PRK method and 

implicit PRK method and showed their advantages lying on the fact that 

they are less expensive than the standard RK methods. Cong et al.9-10 

discovered an explicit pseudo two-step Runge-Kutta method with 

continuous variable step-size and made compatible these methods for 

parallel computers. Hoang and Sidje11 made the functionally-fitting of the 

explicit pseudo two-step RK method (given in Cong et al.
9
). Currently, 

Hoang12 made the functionally-fitting of the Nyström version of PRK 

method. Recently, Tiwari et al.13 derived various types of implicit PRK 

methods and also constructed its exponential-fitting which is used to solve 

the IVP with oscillatory/periodic solutions efficiently14. 

       In order to apply a numerical method to solve a differential equation of 

order higher than one, the equation should be transformed into a system of 

first order differential equations. Another category of specially designed 

methods are symplectic methods which are suitable for the integration of 

Hamiltonian systems.  

       It has been widely studied by several authors and established that the 

symplectic integrators have good advantages for the preservation of 

qualitative properties of the flow over the standard integrators when they are 

applied to the Hamiltonian systems.  Let U be an open subset of 2d , I  is 

an open subinterval of  then the Hamiltonian system of differential 

equations is given by 
 

(1.1               
( , , ) ( , , )

,
dp H p q t dq H p q t

dt q dt p

 
  

 
,      
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where ( , ) ,p q U t I  , the integer d  is the number of degrees of freedom 

and ( , , )H p q t  be a twice continuously differentiable function on U I . The 

q  variables are generalized coordinates, p  variables are the conjugates 

generalized momenta and ( , , )H p q t  is the total mechanical energy. The 

solution operator of a Hamiltonian system is a symplectic transformation. A 

symplectic numerical method preserves the symplectic structure in the phase 

space when applied to Hamiltonian problems means it is quadratically 

invariant and preserves area properties. The theory of these methods can be 

found in the monographs of Hairer et al.15 and Sanz Serna and Calvo16.  

       Hamiltonian systems often have an oscillatory behavior and have been 

solved in the literature with exponentially and trigonometrically fitted 

methods. The idea of combining symplecticity with the exponentially fitting 

property first appears in the work of Simos and Vigo-Aguiar17 where, an 

exponentially-fitted symplectic Runge Kutta method with two stages is 

presented. Van de Vyer18 constructed the exponential-fitting of modified 

Runge-Kutta-Nyström for solving orbital problems.  

       The development of Symplectic Runge-Kutta type methods that also 

have other properties is a relatively new area that started in the early 2000s. 

Moreover as shown in19-27, numerical methods serving some special purposes 

including symplecticity-preserving methods for Hamiltonian systems, 

symmetric methods for time-reversible systems, energy-preserving methods 

for conservative systems, conjugate-symplectic (upto a finite order) methods 

for Hamiltonian systems can also be constructed and investigated based on 

such a new framework. 

 

2. Derivation of the Method 

 

       In this section, we give the formulation of pseudo-Runge-Kutta method 

of 2-stage. This method is not self-starting as it requires the previous two 

pieces of information to find the current iteration. Initially (at first step) it 

requires four evaluation functions in which two at the previous node and 

other two at the very previous node. But from onward steps, it requires only 

two function evaluations per step.  

2.1 Pseudo-Runge-Kutta method (PRKM): In this section, we present the 

formulation of s stage pseudo-Runge-Kutta method. The detailed derivation 

and development is given in13. Consider the initial value problem (IVP) in 

first-order ordinary differential equation as: 



 

170                                       Ram K. Pandey and Shruti Tiwari 

 

(2.1)              0 0( ), ( )
du

f u u x u
dx

  ,        

 

A general one step method to solve IVP (2.1) can be written as 
 

(2.2)              1 ( , ; ), 0,1,2 1n n nu u h u f h n N     ,      

 

where ( , , )nu f h a continuous function of starting is iterate nu  and step 

size h . 

For the general s-stage pseudo-Runge-Kutta method, we may choose 
 

(2.3)              
1 1

( , , )n i i i i

i i

u f h b k b k
 


 

             

 

or,  
 

(2.4)              1( , ; ) ( , ; ) ( , ; )n n nu f h u f h u f h     ,  

 

where the slopes (function evaluations) are defined as 
 

(2.5)              
1

, 1,2,i n ij j

j

k f u h a k i





 
   

 
 

 ,     

 

(2.6)              1

1

, 1,2,i n ij j

j

k f u h a k i






 
   

 
 

  ,   

 

with 1 1 0, 1,2,j ja a j     .  In functional form, the above can be 

rewritten as 
 

(2.7) 1 1

1 1

( , ) ( , )n n i n i i i n i i

i i

u u h b f x c h b f x c h
 

 

 

 
       

 
  , 0,1,2, 1n N  , 

 

where  
 

(2.8)              1,i n i nu u     ,   
 

(2.9)  
1

, , 1,2,i n ij n j j

j

u h a f x c h i





      ,    
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(2.10)             1 1

1

, , 1,2,i n ij n j j

j

u h a f x c h i


 



         

 

The augmented Butcher table representation of s-stage PRKM can be 

written as 

 

1c
  

2c
 

 

sc
 

11a
    

21a 22a
 

      

1sa 2sa
 ssa

 

1c
  

2c
 

 

sc
 

11a
     

21a 22a
 

      

1sa 2sa ssa
 

 
1b
   2b

  sb
 

 
1b
  2b

  sb
 

 

Before deriving the symplectic PRKM we give some elementaty definitios 

and results which are prereqisites for the futher derivation.  

      Definition15 2.1: A linear mapping 2 2: d dT  is called symplectic if it 

satisfies  

                     tT J T J  

or equivantly, it satisfies    , ,T T      for all 2, d  , 

where,   denotes the oriented area of projection onto co-ordinate plane 

 ,i ip q , ' 't satands for transpose  and J is the skew symmetric matrix which 

is defined by ( I is the identity matrix) 
 

                     
0

0

I
J

I

 
  

 
. 

       Definition15 2.2: A differentiable map 2: dg U  (where 2dU  is an 

open set) is called symplectic if its Jacobian matrix ( , )g p q   is everywhere 

symplectic i. e. if    
 

                     ( , ) ( , )tg p q J g p q J    or    ( , ) , ( , ) ,g p q g p q        . 

       Theorem15,21 2.1: If  = ,  =
dp H dq H

dt q dt p

 

 

be the system of equations 

with ( , )H p q as Hamiltonian then a 1C  map    , ,p q p q   is symplectic if 
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dp dq dp dq    , where  is the Wedge product. In case of symplectic 

method, Hamiltonian at any step is preserved that is      

                        1 1, , , 0.n n n nH p q H p q n      

We use the criteria of Theorem 2.1, to establish the sufficient conditions for 

a PRKM to be symplectic. 

       Theorem15,21 2.2: 
 
An s-stage standard Runge-Kutta method, which is 

represented by Butcher’s table representation as 

 

     c       A  

     
Tb  

  

is symplectic if its coefficients satisfy = 0i ji j ji i jb a b a b b  . 

       Proof: This result was discoved and proved independently by Sanz-

Serna28, Lasagni29-30. 

2.1.1  Structure prserving pseudo-Runge-Kutta method (SPPRKM): Let 

  be a domain in the Euclidean space 2d  with coordinates 

1 1( , ) = ( , , ; , , )d dp q p p q q . Let ( , )H p q  be a sufficiently smooth real 

function defined on  . Consider the following Hamiltonian system of 

differential equations of d  degree of freedom:  
 

(2.11)            = =: ( , ),  = =: ( , ),  =1,2, ,i i
i i

i i

dp dqH H
f p q g p q i d

dt q dt p

 

 

. 

 

Consider a pseudo-Runge-Kutta (PRK) method with Butcher table notation  

 

  

         c        A         A  

       b         b  

 

where = ( )ijA a  and = ( )ijA a  are s s  matrices, 
1= ( , , )T

sc c c , 
1= ( , , )T

sb b b  

and 
1= ( , )T

sb b b . 
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Applying s-stage PRKM given by (2.2)-(2.6) developed in Section (2.1) to 

the Hamiltonian system (2.11), we have  
 

(2.12)            
=1 =1

= ( , ) ( , )
s s

i n ij i j j ij i j j

j j

p h a f h a f        ,  

 

(2.13)            
=1 =1

= ( , ) ( , )
s s

i n ij i j j ij i j j

j j

q h a g h a g        , 

 

(2.14)            
1

=1 =1

= ( , ) ( , )
s s

i n ij i j j ij i j j

j j

p h a f h a f        , 

 

(2.15)            
1

=1 =1

= ( , ) ( , )
s s

i n ij i j j ij i j j

j j

q h a g h a g        ,  

 

(2.16)            1

=1 =1

= ( , ) ( , )
s s

n n i i i i i i i i

i i

p p h b f h b f        ,  

 

(2.17)            1

=1 =1

= ( , ) ( , ), =1, ,
s s

n n i i i i i i i i

i i

q q h b g h b g j s        .  

 

The characterization of structure preserving pseudo-Runge-Kutta method is 

given in the following theorem. 

       Theorem 2.1.1: If the coefficient of the Equations (2.12)-(2.17) satisfy 

the following order conditions:  
 

(2.18)            = 0i j j ji i ijb b b a b a   , 

 

(2.19)            = 0i j j ji i ijbb b a b a   , 

 

(2.20)            = 0i j j ji i ijbb b a b a  .  

 

then the PRKM method governed by (2.12)-(2.17) is symplectic. 

       Proof: Rewriting Equations (2.12)-(2.17) in traditional form:  
 

(2.21)            1

=1 =1

=
s s

n n i i i i

i i

p p h b k h b k     , 
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(2.22)            1

=1 =1

=
s s

n n i i i i

i i

q q h b l h b l    ,    

 

 where  
 

(2.23)            =1 =1

1

=1 =1

=1 =1

1

=1 =1

= ( , ),

= ( , ),

= ( , ),

= ( , )

= ,

= ,

= ,

= , 1,2,...,

i i i

i i i

i i i

i i i

s s

i n ij j ij j

j j

s s

i n ij j ij j

j j

s s

i n ij j ij j

j j

s s

i n ij j ij j

j j

k f

k f

l g

l g

p h a k h a k

p h a k h a k

q h a l h a l

q h a l h a l i s





 


 
  

  

  



  



  


   


 

 

 

 




   

 

Differentiating the external stages (2.21) and (2.22) and computing 1ndp   

and 1ndq   . Taking the exterior product (wedge product) of these derivatives 

1ndp   and 1ndq   we have  
 

(2.24)            
1 1

=1 =1

=
s s

n n n n j n j j n j

j j

dp dq dp dq h b dp dl h b dp dl         

 

                                       2

=1 =1

s s

i i n i i n i j i j

i i i j

h b dk dq h b dk dq h bb dk dl         

 

                                    2 2

i j i j i j i j

i j i j

h b b dk dl h b b dk dl      

 

                                    2

i j i j

i j

h b b dk dl   , 

 

(2.25)            2

1 1

1 =1

= ( )
s s

n n n n i j j ji i ij i j

i j

dp dq dp dq h bb b a b a dk dl 



       

 

        2

1 =1

( )( )
s s

i j j ji i ij i j

i j

h bb b a b a dk dl


     
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                                                    2

1 =1

( )( )
s s

j i j ji i ij j i

i j

h b b b a b a dk dl


     

 

        2

1 =1

( )
s s

i j i ij j ji i j

i j

h bb b a b a dk dl


    , 

 

Using the following substitutions  
 

(2.26)            =n j i j ij j j ij j j

j

dp dl d dl h a dk dl h a dk dl        ,  

 

(2.27)            =n j i j ij j j ij j j

j

dp dl d dl h a dk dl h a dk dl        ,  

 

(2.28)            =i n i i ij i j ij i j

j

dk dq dk d h a dk dl h a dk dl        ,  

 

(2.29)            =i n i i ij i j ij i j

j

dk dq dk d h a dk dl h a dk dl        .  

 

The simplified form of Equation (2.25) is obtained in view of Equations 

(2.26)–(2.29). Applying the criteria of the quadratic invariance as 

1 1 =n n n ndp dq dp dq    (Theorem 2.1). One can get the desired conditions of 

the theorem. From Equations (2.18)-(2.20), one stage symplectic pseudo-RK 

method can be obtained in form of  Butcher array as  
  

                     1 1
11 11= , =

2 2

b b
a a  

 

  

 

 

 

 

For two stage symplectic pseudo RK method, Butcher array can be written 

as  
 
 

      1c  
    1

2

b
  

  0  
    1

2

b
  

0  

      2c      1b  
  2

2

b
  

    
1b  2

2

b
 

    1b   2b      
1b  

2b  

    1c  1

2

b
 1

2

b
 

 1b  
1b   
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An example of 2-satge SPRKM is given by the following Bucher 

represntation. 

 

  

      

1

8      

1

8   

  0  

    

1

8   

0  

      

3

8      

1

4    

1

8       

1

4  

1

8  
 

   

1

4   

1

4      

1

4  

1

4  
 

Similarly, for s -stage SPRKM, Butcher array for the coefficient of 

symplectic pseudo-Runge-Kutta method can be represented as  

 

 1c
 2c

 1c
 1

2

b

  

 0  0     0  

 

1

2

b

 

 0  0     0   

     2c
   1b

  
 

2

2

b

  

 0      0   1b
  

 

2

2

b

  

0      0   

    3c
   1b

   2b
  

 

3

2

b

  

   0   1b
   2b

  

 

3

2

b

 

   0   

                             

    sc
  1b

 2b
  3b

   

 2

sb

 
 1b

  2b
  3b

    

2

sb

  
 

 1b
  2b

   3b
      sb

   1b
 2b

 3b
     sb

 
 

This is the general s -stage structure-preserving PRKM (symplectic PRKM). 

It is not self- starting. Initially it requires = 2s s s  function evaluations and 

after the first iteration it requires s  evaluations per step as s  previous 

evaluations are already in memory.  

2.2  Pseudo Runge-Kutta Nyström method (PRKNM) for second order 

IVP: In this section, we give a brief formulation of explicit pseudo-Runge-

Kutta method of Nyström type to solve the second-order initial value 

problem  
 

(2.30)            
2

0 0 0 02
= ( , ), ( ) = , ( ) =

d u
f x u u x u u x u

dx
   . 
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Likewise the method in Section (2.2.1), it is aslo not self-starting. For 2-

stage method, it requires four slopes in the first step and from the second 

and onwards steps, it requires only two slopes (evaluation functions) per 

step. This shows that it incurs less computation cost than classical RKN 

method of order three as there will half number function evaluations aready 

in memory. Consider, 2-stage explicit pseudo-RK Nyström formula  
 

(2.31)            
1 1 1 1 1 2 2 2 2= [ )]n n nu u hu b k b k b k b k

     ,  

 

(2.32)            1 1 1 1 1 2 2 2 2

1
= [ ]n nu u B k B k B k B k

h

      ,  

 

where 

                      
2

1 = ,
2

n n

h
k f x u , 

 

                      
2

1 1 1= ,
2

n n

h
k f x u 

,  

 

                      
2

2 2 2 21 1= ,
2

n n n

h
k f x c h u c hu a k   , 

 

                      
2

2 1 2 1 2 1 21 1= ,
2

n n n

h
k f x c h u c hu a k  

   . 

 

The order conditions governing the coefficients can be found by expressing 

ik  and 
ik  as Taylor’s series. Whose detailed derivation can be found in13. 

2.2.1  Structure prserving pseudo-Runge-Kutta Nyström method 

(SPRKNM) for second order IVP: Consider the system of differential 

equation of the special form31 
 

(2.33)            = ( ), = ( )
dp dq

f q p g p
dt dt

 ,  

 

which equivalently gives the second-order equations as 
2

2
= ( )

d q
f q

dt
, to solve 

this equation directly, PRKNM is aimed to develop. Further for the 

quadratic invariance of the numerical solution, SPRKNM is constructed. 

Rewriting the s-stage general PRKNM in functional form, we have  
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(2.34)            2 2

=1 =1

= ( ) ( ), =1, ,
s s

i n i n ij j ij j

j j

Q q h p h a f Q h a f Q i s     , 

 

(2.35)            2 2

1 1

=1 =1

= ( ) ( ), =1, ,
s s

i n i n ij j ij j

j j

Q q h p h a f Q h a f Q i s      , 

 

(2.36)            
1

=1 =1

= ( ) ( )
s s

n n i i i i

j j

p p h b f Q h b f Q      

 

(2.37)            2 2

1

=1 =1

= ( ) ( ), 0
s s

n n n i i i i

i i

q q hp h B f Q h B f Q n      .  

       Theorem 2.2.1: If the coefficients of Equations (2.34)–(2.34) satisfy 

following order condidtions then the resulting PRKNM is symplectic 
 

(2.38)            = 0i i i ib b B  ,  

 

(2.39)            = 0i i i ib b B  ,  

 

(2.40)            ( ) = ( )i j ij j i jib B a b B a  ,  

 

(2.41)            ( ) = ( )i j ij j i jib B a b B a  ,  

 

(2.42)            ( ) = ( )i j ij j i jib B a b B a  .  

       Proof: Rewriting Equations (2.34)–(2.37), we have 
 

(2.43)            2 2

=1 =1

= ( ) ( ), =1, ,
s s

i n i n ij j ij j

j j

Q q h p h a f Q h a f Q i s    ,  

 

(2.44)            2 2

1 1

=1 =1

= ( ) ( ), =1, ,
s s

i n i n ij j ij j

j j

Q q h p h a f Q h a f Q i s     ,  

 

(2.45)            
1

=1 =1

= ( ) ( )
s s

n n i i i i

j j

p p h b f Q h b f Q    ,  

 

(2.46)            2 2

1

=1 =1

= ( ) ( ), 0
s s

n n n i i i i

i i

q q hp h B f Q h B f Q n      .  
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Diffrentiating the external stages (2.45) and (2.46) and taking wedge 

product, we get 

Where we use the notation of slopes as 
 

(2.47)            
= ( )

= ( ),

i i

i i

k f Q

k f Q





 

 

(2.48)             2

1 1

=1

=
s

n n n n i i i i n i

j

dp dq dp dq h B b b dp dk        

 

                                 2

=1 =1

s s

i i i i n i i i i

j j

h B b b dp dk h b dk dQ        

 

                                 3

=1

s

ij i ji j i j j i i j

j

h a b a b b B b B dk dk      

 

                                   3

=1 =1

s s

i ij i ij i j j i i j i i i

j j

h b a b a b B b B dk dk h b dk dQ         

 

                                 3

=1

s

ij i ji j i j j i i j

j

h a b a b b B b B dk dk     . 

 

Here, the form of Equation (2.48) is obtained using wedge product of the 

deriavtives of internal stages (2.43)-(2.44). From Equation (2.48), and using 

the criteria of syplecticity of Theorem (2.1), we get the desired order 

conditions (2.38-2.42) of the the theorem.  

For 1-satge explicit symplectic pseudo-RKN method can be obtained by 

solving system of equations (2.38)-(2.42) under the assumpsions 11 0a   and 

11 0a  , we get 

                      

                      1 1 11B b   ,  1 1 11B b  . 

 

Butcher array can be written as 

 

           

1  

   0      0  

 
  1B

   1B
  

 
   1b

   1b
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If conditions of Theorem (2.2.1) are satisfied the at any step n  Hamiltonian 

is preserved i. e.    1 1, ,n n n nH p q H p q   at any iteration level n. For two 

stage explicit symplectic pseudo RK method, the system of equations 

(2.38)-(2.42) gives the valves of some parameters as (under the assumptions 

11 12 22 0a a a    and 11 12 22 0a a a   ), 

 

                        1 1 1 2 2 21 , 1B b B b      ,    1 1 1 2 2 21 , 1B b B b     . 

and  
 

                      21 1 1 1a b   ,  21 1 1 1a b   . 

 

Butcher array representation of the method is given: 

 

           1  
        

           2       

   0                      0  
    

 2 1 1b 
          0  

    0                  0  
                  

 2 1 1b 
        0  

 
  1B

                    2B
   1B

                  2B
  

 
   1b

                    2b
   1b

                    2b
 

 

  

3. Conclusion 

 

      In this paper, we have proposed two qualitative numerical methods: 

symplectic pseudo-Runge-Kutta method and symplectic pseudo-Runge-

Kutta Nyström method. We have derived the sufficient conditions for 

symplecticness. These methods preserve the area and preserve the total 

energy (Hamiltonian) when applied to the Hamiltonian system of equations. 

The Hamiltonian system of equations frequently occurs in the field of 

celestial mechanics, physics, chemistry and various branches of engineering. 

 Thus the proposed methods are suitable to solve Hamiltonian systems along 

with the fact that the total sum of energy at any step (iteration) of the 

numerical solution is preserved. But, these methods fail to integrate 

efficiently the  Hamiltonian system of equations whose solution is 

exponential or trigonometric. So the development of pseudo type structure-

preserving RK method, which is best tuned to solve the Hamiltonian system 

of equations having exponential/trigonometric solutions, will be the aim of 

research in this direction. 

 



              

                                  Structure Preserving Pseudo-Runge-Kutta Method                          181 

  

 

References 
 

1. J. C. Butcher, Numerical Methods for Ordinary Differential Equations, John Wiley & 

Sons, Ltd, Chichester, 2016. 

2. Z. Kalogiratou, Th. Monovasilis, G. Psthoyios and T. E. Simos, Runge-Kutta Type 

Methods with Special Properties for the Numerical Integration of Ordinary Differential 

Equations, Physics Reports, 536(3) (2014), 75-146. 

3. J. D. Lambert, Numerical Methods for Ordinary Differential Systems: the Initial Value 

Problem, John Wiley & Sons, Ltd, Chichester, 2000. 

4. G. D. Byrne, Pseudo Runge-Kutta Method Involving Two Points, Ph.D. thesis, Lowa 

State University of Science and Technology, Lowa, 1963. 

5. G. D. Byrne and R. J. Lambert, Pseudo Runge-Kutta Methods Involving Two Points, 

Journal of Association for Computing Machinery, 13 (1966), 114-123. 

6. F. Costabile, Metodi Pseudo Runge-Kutta Di Seconda Specie, Calcolo, 7 (1970), 305-

322. 

7. M. Nakashima, On Pseudo Runge-Kutta Methods with 2 or 3 Stages, RIMS, Kyoto 

University, 18(3) (1982), 895-909. 

8. M. Nakashima, Pseudo Runge-Kutta Processes, RIMS, Kyoto University, 23(4) (1987), 

583-611. 

9. N. H. Cong, K. Strehmel and R. Weiner, A General Class of Explicit Pseudo Two-Step 

RKN Methods on Parallel Computers, Computers & Mathematics with Applications, 

38(5-6) (1999), 17-30. 

10. N. H. Cong, Explicit Pseudo Two-Step Runge-Kutta Methods for Parallel Computers, 

International Journal of Computer Mathematics, 73(1) (1999), 77-91. 

11. N. S. Hoang, and R. B. Sidje, Functionally-Fitted Pseudo Two-Step Runge-Kutta Meth- 

ods, Applied Numerical Mathematics, 59(1) (2009), 39-55. 

12. N. S. Hoang, Functionally-Fitted Explicit Pseudo Two-Step Runge-Kutta-Nyström Met- 

hods, Applied Numerical Mathematics, (2015), 1-24. 

13. S. Tiwari, R. K. Pandey, H. Singh and J. Singh, Embedded Pseudo-Runge-Kutta Meth- 

Ods for First and Second Order Initial Value Problems, Science & Technology Asia, 25 

(1) (2020), 128-141. 

14. S. Tiwari and R. K. Pandey, Exponentially-Fitted Pseudo Runge-Kutta Method, 

International Journal of Computing Science and Mathematics (to appear, in press). 

15. E. Hairer, Ch. Lubich and G. Wanner, Geometric Numerical Integration, Springer-

Verlag, 2002. 

16. J. M. Sanz-Serna and M. P. Calvo, Numerical Hamiltonian Problems, Chap-man and 

Hall, London, 1994. 

17.  T. E. Simos and J. Vigo-Aguiar, Exponentially Fitted Symplectic Integrator, Phys. Rev. 

E, 67 (2003), 1-7. 



 

182                                       Ram K. Pandey and Shruti Tiwari 

 

18. Hans Van de Vyer, A Symplectic Exponentially Fitted Modified Runge-Kutta-Nyström 

Method for the Numerical Integration of Orbital Problems, New Astronomy, 10 (2005), 

262-269. 

19. W. Tang, G. Lang and X. Luo, Construction of Symplectic (Partitioned) Runge-Kutta 

Methods with Continuous Stage, Appl. Math. Comput., 286 (2016), 279-287. 

20. W. Tang and Y. Sun, Construction of Runge-Kutta Type Methods for Solving Ordinary 

Differential Equations, Appl. Math. Comput., 234 (2014), 179-191. 

21. J. M. Sanz-Serna and L. Abia, Order Conditions for Canonical Runge-Kutta Schemes, 

SIAM J. Numer. Anal., 28 (1991), 1081-1096. 

22. M. P. Calvo and J. M. Sanz-Serna, High-Order Symplectic Runge-Kutta-Nyström Met- 

hods, SIAM J. Sci. Comput., 14 (1993), 1237-1252. 

23. J. Vigo-Aguiar and T. E. Simos, An Exponentially Fitted and Trigonometrically Fitted 

Method for the Numerical Solution of Orbital Problems, The Astronomical Journal, 

122 (3) (2001), 1656-1660.  

24. J. Vigo-Aguiar, T. E. Simos and A. Tocino, An Adapted Symplectic Integrator for Ha- 

miltonian Problems, J. Modern Phys., C 12 (2) (2001), 225- 234. 

25. Z. Kalogiratou, Symplectic Trigonometrically Fitted Partitioned Runge- Kutta Methods, 

Phys. Lett. A, 370 (2007), 1-7. 

26. D. Okunbor and R. D. Skeel, An Explicit Runge-Kutta- Nyström Method is Canonical 

if and Only if its Adjoint is Explicit, SIAM J. Numer. Anal., 29(2) (1992), 521-527. 

27. S. Gan, Z. Shang and G. Sun, A Class of Symplectic Partitioned Runge-Kutta Methods, 

Applied Mathematics Letters, 26 (2013), 968-973. 

28. J. M. Sanz Serna, Runge-Kutta Schemes for Hamiltonian Systems, BIT, 28 (1988), 877-

883. 

29. Y. B. Suris, Preservation of Symplectic Structure in the Numerical Solution of Hamilto- 

nian Systems. Filippov, SS Ed., Akad. Nauk. SSSR, Inst. Prikl. Mat., Moscow., 232 

(1988), 148-160. 

30. Y. B. Suris, Hamiltonian Runge-Kutta Type Methods and Their Variational Formulatio- 

n, Math. Sim., 2 (1990), 78-87. 

31. E. Hairer, S. P. Norsett  and G. Wanner, Solving Ordinary Differential Equations I Non 

Stiff Problems, 2nd edition, Springer Series in Computational Mathematics, Springer-

Verlag, Berlin Heidelberg 1993. 

 


